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Physical Layer Security

Alice

» The reciprocal channel (h, = hy) can be used to generate the
secret key.

» Requires channel to be changing with time (fading).
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Available Key bits (/)

» How many secret key bits can be generated per observation of
the channel?

» Depends on the mutual information between the two channels.

» Mutual Information: Amount of information shared between
hg and h, . How much information h, tells us about h, and
vice versa.

IK:I(iLa;]Ala’) :E{10g2 M}' (1)

Rashid Mehmood and Attiya Mahmood Brigham Young University

4



Available Key bits (/)

» Mutual Information can also be computed from Entropy.

> Entropy: Average information gained by observing a single

variable
/ F(ha) 1o £ (ha)dhe. (2)

» Joint Entropy: Average total information gained by
observing two or more variables

/ Fha, ha')10g f(ha, ha)dhadhe.  (3)
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Available Key bits (/)

» Mutual Information in terms of entropy is

Ix = H(ha) + H(he) — H(hq, ha).

H(hq) H(har)
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Wireless Channel

» Estimated channels at Alice and Bob are

he = EA(0,¢))aEg(6, ¢) + €. (4)
he = Eg(0, 9)aEA (0, ¢) + €u. (5)
EA(¢.)) Ex5(6.0) EA(¢. ) Eg(0.9)

®
é
C

« is varying « is fixed
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Wireless Channel using Reconfigurable Antenna

» Alice has a reconfigurable
antenna.

z
Y
» Each reconfigurable * TL»:I:
¥

element (RE) is a switch. \i
P
Vs
» Channel is generated by changing the states of REs using an
i.i.d uniform distribution.

» Channel distribution is unknown.
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Wireless Channel using Reconfigurable Antenna
> X1 = ha for NRE =24, X9 = ha for NRE = &.
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Available Key bits Computation

» Approaches
e Gaussian Approximation (Ix Ga)
 Numerical Computation (Ix nc)
¢ Histogram based Approximation (I ma)
* Gaussian Mixtures based Approximation (Ix gm)

» Channels
e By assuming h, is Gaussian
e By computing h, for Ngg = 24
e By computing h, for Ngg =8
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Gaussian Approximation

» Closed form solution of entropy exists [1]

Ixca = H(ha) + H(ha) — H(ha, har), (6)
:10g2(7re)<7i2Z + logy(me)o i — log, (me)? |Rhah |.

Channel Ix,ga (in bits)
Gaussian | 2.5266
Nrg = 24 | 2.3074
Nrg =8 | 2.0643
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Numerical Computation

» Mutual information needs to be computed numerically [2]

i — 8 Loy, fa k)
IK,NC = I(haa ha ) =B {1 . f(ﬁa)f(ila/) } ' (7)

» The individual pdfs f(hg) and f(hq) can be expressed in
terms of the conditional pdfs

f(ha) = / F(halha)dhy = Ep, f(halha),  (8)
= Ehafn((ila - ha)/ag)'

Similarly,

f(ila’) = Ehafn(@a’ - ha)/ag’)- (9)
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Numerical Computation

» Joint pdf f(ﬁa, ﬁa/) can be expressed as the product of two
noise pdfs

:/f(ilayila"ha)dha (10)
= En, f(ha, har|ha) = En { f (halha) f (har|ha) }
= En, {fn((ha = ha)/02) ful(har = ha) /o2 }.

» The convergence of the numerical computation will depend on
N and M, which are the number of sample points in the
outer and inner expectations.
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Numerical Computation

Ik NC

5
N x 1000

Gaussian distribution for A,
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Histogram based Approximation

» Mutual information is computed by estimating the pdfs using
multi-dimensional histograms

IK,HA = I(ha§ ha’) =E {logz M} . (11)

» Estimated channel pdfs can be expressed in terms of
convolution as

f(Aa) :f(ha)*f(ea)' (12)
f(i"a’) = f(ha/) * f(ea/)' (13)
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Histogram based Approximation

» The joint pdf f(ﬁa,ﬁa/) can be expressed as

F(hasha') = f(has ha) * f€q, €ar). (14)

» 2-D and 4-D convolution and histograms are used for
computing individual and joint pdfs.

» Number of bins (Ng) along each dimension is variable.
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Histogram based Approximation
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Gaussian Mixture based Approximation

» A given distribution can be expressed in terms of a mixture of
several Gaussian distributions

L
£ 2
f(Z£x) :Zwi-N(Zx,m,ai). (15)
i=1
0.015
Actual
0.0125} — =1
L=2
. 001 — L=
X —L=10
g
*= 0.0075F
0.005}
o.oozs/j ’ k
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Gaussian Entropy Computation

» Mutual information is computed using the entropy as

Ix.am = H(ha) + H(he') — H(ha, hat).- (16)
» The entropy for a random vector x of size P with pdf f(x) is
given by
H(o) = [ () log f(a)d (17)
where
L
f(i) :szN(Eaﬁz,Cz) (18)
i=1
» log f(x) is estimated using Taylor series [3]
iay
log f(z) = ) (& —pi)® A)*log f(2)]z=p; + Or. (19)
k=0
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Gaussian Entropy Computation

» For Gaussian distribution Ix v = 2.5216 when L = 1.

2.5

NRE:24 ]

2.4} Ix.om
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L

Arbitrary distribution for h,
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Conclusion

» Comparison of different techniques for arbitrary channel
distribution.

> Case A: hg is generated using Ngrg = 24
» Case B: hg is generated using Ngg = 8

Method Used I for Case A | Ik for Case B | Time
Gaussian Approx 2.3074 2.0643 <1
Numerical Computation | 2.2737 1.9142 1920
Histogram based Approx | 2.2581 1.8908 13289
Gaussian mixtures 2.2787 1.9106 209
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